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Regression

 Regression analysis is a technique that studies the cause and 
effect relationship between two or more variables

 Assume or suspect a cause and effect relationship between 
variables-

▪ causal variables as independent variables

▪ affected variables as dependent variables

 Regression analysis explains and predicts the changes in the 
magnitudes of dependent variable(s) in terms of independent 
variable(s).
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Regression

Example 1:

 We know that, there is a positive relationship between income 
and expenditure, i.e. an increase in income increases 
expenditures.

 As increase in income causes an increase in expenditures, we 
took in come as independent variable (X) and expenditures as 
dependent variable (Y).

 And found a fitted regression model-
𝑌 = 𝑎 + 𝑏𝑋 = 15000 + .78𝑋

Where, Y= expenditure and X=income
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Regression

Example 2:

Fit a regression line of y on x. Interpret the estimates of the 
parameters. Find the value of R-square. Comment on your result. 
Estimate that how much monthly expenditure on food would occur 
if number of family members is 10.
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No. of family 
members, x

Monthly expenditure on food 
(thousand taka), y

2 5

3 7

6 11

4 8

7 13

3 6



Regression 6
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Regression line 7

y = 1.6316x + 1.6316
R² = 0.9821
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Estimated regression equation, ො𝑦 = 𝑎 + 𝑏𝑥



Regression

Example 2:

8

No. of family members, X Monthly expenditure on food (thousand taka), Y

2 5

3 7

6 11

4 8

7 13

3 6

6 12



Example 2 9

No. of family 
members, x

Monthly expenditure on food 
(thousand taka), y

𝒙𝟐 xy

2 5

3 7

6 11

4 8

7 13

3 6

6 12



Example 2 10

No. of family 
members, x

Monthly expenditure on food 
(thousand taka), y

𝒙𝟐 xy

2 5 4 10

3 7 9 21

6 11 36 66

4 8 16 32

7 13 49 91

3 6 9 18

6 12 36 72

∑𝒙 = 𝟑𝟏 ∑𝒚 = 𝟔𝟐 ∑𝒙𝟐 = 𝟏𝟓𝟗 ∑𝒙𝒚 = 𝟑𝟏𝟎



Example 2

Estimates of the parameters:

𝑏 =
𝑛 ∑𝑥𝑦 − ∑𝑥∑𝑦

𝑛∑𝑥2 − ∑𝑥 2
=
7 ∗ 310 − 31 ∗ 62

7 ∗ 159 − 312
= 1.63

𝑎 =
∑𝑦

𝑛
− 𝑏

∑𝑥

𝑛
=
62

7
− 1.63 ∗

31

7
= 1.64

Estimated regression line: 
ො𝑦 = 1.64 + 1.63 𝑥
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Example 2

Estimated regression line: 
ො𝑦 = 1.64 + 1.63 𝑥

Interpretation: 

a = 1.64 means, monthly expenditure on food (Y) is 1.64 (thousand 
taka) when no. of family members, i.e. X=0

b= 1.63 means, if number of family members is increased by 1 
member (i.e. if 1 member is added), on average, monthly 
expenditure on food will increase by 1.63 (thousand taka)
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Example 2 13

x y 𝒙𝟐 xy ෝ𝒚

2 5 4 10 =1.64+1.63*2 = 4.9

3 7 9 21 =1.64+1.63*3 = 6.53

6 11 36 66 =1.64+1.63*6 = 11.42

4 8 16 32 8.16

7 13 49 91 13.05

3 6 9 18 6.53

6 12 36 72 11.42

∑𝒙 = 𝟑𝟏 ∑𝒚 = 𝟔𝟐 ∑𝒙𝟐 = 𝟏𝟓𝟗 ∑𝒙𝒚 = 𝟑𝟏𝟎



Example 2 14

y = 1.6316x + 1.6316
R² = 0.9821
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Estimated regression equation, ො𝑦 = 1.64 + 1.63 𝑥



Goodness of fit

R-square:

𝑛 𝑉𝑎𝑟 𝑌 = ∑ Yi − ഥY 2 = ∑ 𝑌𝑖 − ത𝑌
2
+ ∑ 𝑌𝑖 − 𝑌𝑖

2

Or, Total variation = Explained variation + Unexplained variation

Or, Total Sum of Squres 𝑆𝑆𝑇 = 𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑠 𝑆𝑆𝑅 +

𝐸𝑟𝑟𝑜𝑟 𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑠 (𝑆𝑆𝐸)

𝑅2 =
𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛
=
𝑆𝑆𝑅

𝑆𝑆𝑇
=1−

𝑆𝑆𝐸

𝑆𝑆𝑇
= 1−

∑𝑒𝑖
2

∑ 𝑦𝑖 − ത𝑦 2
= 1−

∑𝑒𝑖
2

∑𝑦𝑖
2 −

∑𝑦𝑖
2

𝑛
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Goodness of fit

R-square interpretation:

Range: 0≤ 𝑅2 ≤ 1

If 𝑹𝟐 → 𝟎: Poor fit i.e. the model is not strong or effective enough

If 𝑹𝟐 → 𝟏: Good fit i.e. the model is strong or effective enough

R2% variation in dependent variable  (Y) can be explained by the 
variation in independent variable (X).
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Example 17

x y 𝐲𝟐 ෝ𝒚 𝒆𝒊 = (𝒚 − ෝ𝒚) 𝒆𝒊
𝟐

2 5

3 7

6 11

4 8

7 13

3 6

6 12



Example 18

x y 𝐲𝟐 ෝ𝒚 𝒆𝒊 = (𝒚 − ෝ𝒚) 𝒆𝒊
𝟐

2 5 25 =1.64+1.63*2 = 4.9 =5-4.9=.10 0.01

3 7 49 =1.64+1.63*3 = 6.53 =7-6.53=0.47 .2209

6 11 121 =1.64+1.63*6 = 11.42 =11—11.42=-.42 0.1764

4 8 64 8.16 -0.16 0.0256

7 13 169 13.05 -0.05 0.0025

3 6 36 6.53 -0.53 0.2809

6 12 144 11.42 0.58 0.3364

∑𝒙 = 𝟑𝟏 ∑𝒚 = 𝟔𝟐 ∑𝐲𝟐 = 𝟔𝟎𝟖 ∑𝒆𝒊 = 𝟎 ∑ 𝑒𝑖
2 =1.05
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Example
R2 = 1−

∑𝑒𝑖
2

∑𝑦𝑖
2 −

∑𝑦𝑖
2

𝑛

= 1 −
1.0527

608 −
622

7
= 0.9821

Notice that, r2 = R2. 

Interpretation:

98.21% variation in monthly expenditure on food  (Y) can be explained by 
the variation in no. of family members (X).

That means, the fitted model has a good fit to the data and capable of 
explaining almost all variation in the dependent variable Y.
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Prediction (For example data)

For x= 10 (if number of family members is 10), then the estimated 
monthly expenditure on food -
ො𝑦 = 1.64 + 1.63 ∗ 𝑥 = 1.64 + 1.63 ∗ 10 = 17.93 (𝑡ℎ𝑜𝑢𝑠𝑎𝑛𝑑 𝑡𝑎𝑘𝑎)
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Simple Linear Regression

Simple Linear Regression Model:
𝑌𝑖 = 𝛼 + 𝛽𝑋𝑖 + 𝜖𝑖 ; 𝑖 = 1, 2,… , 𝑛
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Simple Linear Regression

Simple Linear Regression Model:
𝑌𝑖 = 𝛼 + 𝛽𝑋𝑖 + 𝜖𝑖 ; 𝑖 = 1, 2,… , 𝑛

Where,

Y= dependent variable

X= independent variable

α= Intercept

β= Slope

Є= Error term (unexplained factor)

22

Regression coefficients
(Parameters)



Simple Linear Regression

Simple Linear Regression Model: (for sample)
𝑦𝑖 = 𝑎 + 𝑏𝑥𝑖 + 𝑒𝑖 ; 𝑖 = 1, 2,… , 𝑛

Estimated regression line-
𝐸 𝑌𝑖|𝑋𝑖 = ො𝑦𝑖 = 𝑎 + 𝑏𝑥𝑖 ; 𝑖 = 1, 2,… , 𝑛

∴ 𝑒𝑖 = 𝑦𝑖 − 𝑎 + 𝑏𝑥𝑖 = 𝑦𝑖 − ො𝑦𝑖

23



Estimation of Regression parameters

Least Square Method:

Principle: Determining regression equation i.e. estimating 
regression parameters such that the sum of squares of the vertical 
distances between the actual Y values and the predicted Y values 

i.e. sum of squares of errors (∑𝑖 𝜖𝑖
2) is minimized.

24



Estimation of Regression parameters

Least Square Method:

Minimize,

𝜖𝑖
2 = 𝑌𝑖 − 𝑌𝑖

2
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Estimation of Regression parameters

Least Square Estimates (LSE) of the parameters:

Let a and b are the least square estimates of α and β respectively,
then-

𝜷 = 𝑏 =
𝑐𝑜𝑣(𝑋, 𝑌)

𝑣 𝑋
=
∑ 𝑥𝑖 − ҧ𝑥 𝑦𝑖 − ത𝑦

∑ 𝑥𝑖 − ҧ𝑥 2
=
𝑛 ∑𝑥𝑦 − ∑𝑥∑𝑦

𝑛∑𝑥2 − ∑𝑥 2

And ෝ𝜶 = 𝑎 = ത𝑦 − 𝑏 ҧ𝑥 =
∑𝑦

𝑛
− 𝑏

∑𝑥

𝑛
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Interpretation of estimated parameters

a (intercept): when x=0, the baseline 
value of y is a units

b (Slope): For 1 unit increase in x, the 
average or expected increase (if, b>0) 
or decrease (if, b<0) in y is b units.
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𝐸 𝑌 𝑋 = ො𝑦𝑖 = 𝑎 + 𝑏𝑥𝑖



Assumptions of Regression

Assumptions of Simple Linear Regression Model:

1. X values are fixed

2. The relationship between X and Y is linear

3. Єi ~ N(0,σ2), i.e. error terms follows normal distribution with 
mean 0 and variance σ2.

4. X and Є are uncorrelated, i.e. Corr(X,Є)= rXЄ = 0
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Assumptions of Regression 29
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Goodness of fit 31

𝑋𝑖
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Steps of regression 32

Hypothesize a Model of Relationship

Estimation of Regression Equation

Goodness of fit test of the Model

Prediction



Uses of regression

Uses:

1. Estimate the relationship that exists, on average, between the 
dependent variable and the independent (explanatory) variable.

2. Determine the effect of each of the explanatory variables on the 
dependent variable, controlling the effects of all other 
explanatory variables, if any.

3. Predict the value of the dependent variable for a given or known 
value of the explanatory variable
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Other regression types: 34

Normally 

Distributed
Binary Count

Linear Regression 

Model

Logistic Regression 

Model

Poisson Regression 

Model

Dependent 

Variable

More than one 

Independent 

Variables

Multiple Regression Model

More than one 

correlated dependent 

Variables

Multivariate Regression Model


